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ABSTRACT

A forecast sensitivity to initial perturbation (FSIP) analysis tool for the WRF Model was developed. The

tool includes two modules respectively based on the conditional nonlinear optimal perturbation (CNOP)

method and the first singular vector (FSV)method. The FSIP tool can be used to identify regions of sensitivity

for targeted observation research and important influential weather systems for a given forecast metric.

This paper compares the performance of the FSIP tool to its MM5 counterpart, and demonstrates how

CNOP, local CNOP (a kind of conditional nonlinear suboptimal perturbation), and FSV were detected using

their evolutions of cost function. The column-integrated features of the perturbations were generally similar

between the two models. More significant differences were apparent in the details of their vertical distribu-

tion. With TyphoonMatsa (2005) in the western North Pacific and a winter storm in the United States (2000)

as validation cases, this work examined the tool’s capability to identify sensitive regions for targeted obser-

vation and to investigate important influential weather systems. The location and pattern of the sensitive areas

identified byCNOP, local CNOP, and FSVwere quite similar for both the TyphoonMatsa case and thewinter

storm case. The main differences were mainly in their impact on the growth of forecast difference and the

details of their vertical distributions. For both cases, the wind observations might be more important than

temperature observations. The results also showed that local CNOP was more capable of capturing the in-

fluence of important weather systems on the forecast of total dry energy in the verification area.

1. Introduction

The question of predictability in the atmospheric sci-

ences has received considerable attention since the work

of Lorenz (1963, 1975). Sensitivity analysis, which ex-

amines, but is not limited to, the forecast response to a

change in the initial conditions, is one way to study

predictability, and a potential application of sensitivity

analysis is targeted observation. Targeted observation

is a method in which a special area is determined to

gather extra observations that provide the optimal de-

crease in error of a certain forecast metric through as-

similating those extra observations. The method has

attracted considerable attention since it was first pro-

posed by Snyder (1996; e.g., Aberson 2003, 2011; Peng

and Reynolds 2005, 2006; Wu et al. 2007, 2009b), and

encouraging results have been obtained in a series of

field experiments, such as the Fronts and Atlantic Storm

Track Experiment (FASTEX; Bergot 1999) and the

North Pacific Experiment (NORPEX; Langland et al.

1999). Targeting strategies can be roughly classified into
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two groups—one based on adjoint technology, such as

singular vectors (SVs; Palmer et al. 1998), and the other

encompassing ensemble-based methods, such as the

ensemble transform Kalman filter (Bishop et al. 2001).

A common limitation of most current targeting

strategies based on adjoint techniques is that the mag-

nitude of the initial perturbation needs to be sufficiently

small to make sure the error propagation feature in the

original nonlinear model can be approximated by the

error propagation feature in the tangent linear model.

The SVmethod is one such strategy and has been widely

used (Bergot 1999; Reynolds and Rosmond 2003).

However, in the situations when the initial error is

large, the application of the adjoint methods to tar-

geted observation will break down. This issue is quite

serious for mesoscale weather systems due to the sparse

observations.

To take nonlinearity into account, Mu and Duan

(2003) proposed the conditional nonlinear optimal

perturbation (CNOP) strategy. The CNOP method is

essentially a nonlinear extension of the first singular

vector (FSV) method. CNOP is defined as the initial

perturbation whose nonlinear evolution attains the

maximum of a cost function under certain physical

constraints over a chosen period (Mu and Duan 2003).

This idea was also applied in the study of the transition-

to-turbulence problem in fluid mechanics (Kerswell

et al. 2014).

CNOP has been widely used to identify areas of sen-

sitivity in targeted observations for mesoscale and

tropical cyclone forecasts. The results showed that the

deployment of additional observations in the sensitive

area identified by CNOP had an overall positive influ-

ence on typhoon track forecasts, and the degree of im-

provement was generally larger than that based on the

FSV method (Mu et al. 2007, 2009; Chen 2011; Qin and

Mu 2012; Chen et al. 2013; Qin et al. 2013).

Besides identifying the most sensitive area to add

extra observations for initialization in numerical

weather prediction, sensitivity analysis can also be used

to identify precursors of a weather system or to examine

the possible interaction between different synoptic sys-

tems (Wu et al. 2007, 2009a), which could be quite useful

for identifying key contributors to a weather event, es-

pecially from an operational forecasting point of view.

The results of Wu et al. (2009b) showed that adjoint-

based methods could capture the signal of the related

dynamic systems that may affect typhoon movement or

evolution. CNOP has also been applied in the studies of

weather and climate predictability (Mu and Duan 2003;

Duan et al. 2004; Mu and Zhang 2006; Mu and Jiang

2008a,b; Mu et al. 2015). The results showed that the

CNOP could be regarded as representing the optimal

precursors for some events. Wang et al. (2011) found

that both CNOP and FSV were able to capture the areas

of sensitivity for tropical cyclones at high levels. How-

ever, the differences between CNOP and FSV in cap-

turing the weather systems that influence the forecast of

typhoon were not examined.

Most previous works on atmospheric predictability

and targeted observation using the CNOP method were

based on MM5 (Grell et al. 1995) and its tangent linear

and adjoint models (Zou et al. 1997). The MM5-CNOP/

FSV optimization package was developed by Mu et al.

(2007) to study mesoscale predictability and targeted

observations, and has since been applied in targeted

observation and precursor studies (e.g., Mu et al. 2009;

Wang 2009; Qin and Mu 2012; Jiang and Wang 2012).

With theWRFModel (Skamarock et al. 2008) gradually

replacing MM5, Wang et al. (2011) developed a WRF-

based CNOP method and compared it to FSV in two

tropical cyclone cases. Since the publication of that

work,WRF tangent linear and adjointmodels have been

redesigned and rewritten (Zhang et al. 2013), and suc-

cessfully used in forecast sensitivity to observation

studies (e.g., Zhang et al. 2014) and the WRF 4DVAR

system (Zhang et al. 2015). Readers are referred to

Zhang et al. (2013) for details on the WRF tangent lin-

ear and adjoint models (called WRFPLUS).

The aim of the work reported in this paper is to build a

user-friendly tool that can be used to perform forecast

sensitivity to initial perturbation (FSIP) analysis (e.g.,

identifying variables and/or weather systems that are

more important to a given aspect of a forecast, using

CNOP and/or FSV) based on a latest version of the

WRFPLUS package. The WRF users can apply the

FSIP to their own cases through changing certain pa-

rameters in a single namelist file. Relative toWang et al.

(2011), this work is unique in the following four aspects:

1) A user-friendly WRF-based FSIP tool was con-

structed to perform sensitivity analyses with the FSV

and CNOP methods using a new version of the

WRFPLUS; 2) the FSIP tool was examined and vali-

dated by comparing to its MM5 counterpart; 3) the

performance of the FSIP tool was assessed not only in a

typhoon case in the western North Pacific but also in a

winter storm case in the United States; and 4) the sen-

sitivities of the FSIP tool to different optimization win-

dows were examined, revealing a number of differences

between the CNOP and FSVmethods in their capability

to capture the precursors of a weather event.

Section 2 introduces the CNOP and FSV methods,

how the FSIP tool was built, and the steps needed to

calculate the WRF-based CNOP and FSV, as well as a

brief introduction to the two examined cases and the

experimental design. The results from the validation of
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the FSIP tool in comparison to its MM5 counterpart are

presented in section 3. Further applications of the tool to

two validation cases for identifying sensitive areas for

targeted observations and for detecting important in-

fluential weather systems for the forecast total dry en-

ergy in the verification area are reported in section 4,

followed by a summary and a discussion in section 5. The

README file of the namelist and the file structure of

the two modules are provided in the appendix.

2. Methodology

a. A brief introduction to the CNOP and FSV
methods

The CNOP method involves identifying the initial

perturbation that maximizes the forecast difference of a

nonlinear system in terms of a chosen forecast metric

in a verification area at a verification time. Suppose we

have the nonlinear model8><
>:
›x

›t
1F(x)5 0

xj
t50

5 x
0

, (1)

where x is the state vector of the model with an initial

value x0, and F is a nonlinear partial differential oper-

ator. The solution of Eq. (1) can be expressed in discrete

form x(t)5M(x0), whereM is the nonlinear propagator

and x(t) is the value of x at time t.

The cost function J(dx0) defined in this software is a

measure of the difference between perturbed and un-

perturbed forecasts in the verification area at a chosen

time. The CNOP is the initial perturbation that maxi-

mizes the chosen J, which satisfies

J(dx
0
*)5 max

dxT
0
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0
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and dxT0C1dx0 #b is the constraint that the initial per-

turbations should satisfy. Here b is specified to make the

magnitude of variable perturbations comparable to the

analysis errors. The local projection operator P takes a

value of 1 (0) within (outside) the verification area. The

linear operator S maps the variables from model space

to the space where the energy norm is calculated. The

norm C1 is used to define the initial perturbations, and

C2 is the norm used to define the cost function J(dx0).

For simplicity, we let C1 5C2 5C. In this work, we

defined a total dry energy (TDE) norm, which is a

component of the total dry energy. The difference be-

tween the forecasts with and without the perturbation

in a total dry energy norm was defined as TDE0:
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1

2

"
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C
P
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r
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r

�
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s

P
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�2
#
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where CP is the specific heat at constant pressure

(1005.7 J kg21K21) and Ra is the gas constant of dry air

(287.04 J kg21K21). The reference temperature and

pressure are, respectively, Tr (270K) and Pr (1000 hPa).

Terms u, y, T, and Ps are the zonal and meridional wind

components, temperature, and surface pressure, respec-

tively. Here u0, y0, T0 and Ps
0 are the forecast difference of

u, y, T, and Ps, respectively. Many other measures are

possible and may be superior for some purposes.

The cost function J(dx0) was calculated as
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where D denotes the verification area and h denotes the

vertical coordinate. The left-hand side of dxT0C1dx0 #b is

calculated also using Eq. (5) except that D denotes the

whole integration domain. To quantify the horizontal and

vertical structures of the initial perturbation in terms of the

TDE, we calculated the vertical and horizontal integration

of TDE0, namely, yTDE0 and hTDE0, respectively:

yTDE0 5
ð1
0
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�
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hTDE0 5
ð
D

(TDE0) dD , (7)

whereD denotes a given horizontal integration domain.

The surface termwas taken into account only for hTDE0 at
the surface level. We also examined the horizontal in-

tegration of the potential and kinetic energy components

(hPE0 and hKE0, respectively),

hPE0 5
ð
D

1

2

"
C

P

T
r

T 02 1R
a
T
r
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s
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r

�2
#
dD , (8)

hKE0 5
ð
D

1

2
(u02 1 y 02) dD , (9)

where only Ps is included for energy calculation at the

surface level.

JANUARY 2017 YU ET AL . 189



The area covered by the grid points with the top 1%

largest yTDE0 was defined as the sensitive area. It is an area
where an analysis error may lead to the largest forecast

error in the verification area at the verification time. Thus,

assimilating extra observations in this sensitive area may

result in the largest decrease in the forecast error of interest.

To find the maximum of the cost function, a particular

iteration method that uses forward and adjoint models is

usually used. Sometimes, local maxima exist in the cost

function defined by Eq. (3). A perturbation associated

with a local maximum of J that has a different pattern

from a CNOP is then called a local CNOP (Mu and

Zhang 2006). Similar to the CNOP, the local CNOPmay

also have clear physical meaning. For example, the local

CNOP was found to represent the optimal precursor of a

La Niña event in an ENSO predictability study (Mu et al.

2003; Duan et al. 2004). Local CNOPmay not be found or

even exist, and there may be more than one.

The FSV method can be regarded as a linear version of

the CNOP approach. If the initial perturbation dx0 is suffi-

ciently small and the integration time is not long, then the

nonlinear process can be approximately considered as a lin-

ear process. In such a case, the cost function is calculated via

J(dx
0
)5 [PSL(dx

0
)]TC

2
[PSL(dx

0
)] , (10)

where L is the forward tangent linear propagator of

the nonlinear model. The FSV and CNOP calculation

procedures are the same except for themodels used for the

forward integration in the optimization process. A tangent

linear model is used for the FSV calculation, while a

nonlinear model is used for the CNOP calculation.

b. Construction of the FSIP tool to produce the
CNOP and FSV

A flowchart illustrating the FSIP tool procedure is given

inFig. 1. TheFSIP schemeconsists of preprocessing,WRF_

CNOP/FSV, and postprocessing parts. The stages shown in

the shaded boxes are supported by the WRF system. The

FSIP tool is designed to be user friendly in its production of

the CNOP and FSV. All parameters that need to be set to

performa case study are set in a bash file (CNOP_FSV.sh, a

README file for the bash script, and the file structure of

the two modules are given in the appendix).

The key to producing the CNOP and FSV is to develop

an optimization procedure that solves the constrained

initial value problems defined by Eqs. (2), (3), (5), or

Eqs. (2), (5), and (10). The conjugate gradient method

used in the variational data assimilation system for WRF

cannot resolve this constrained optimization problem,

and thus the spectral projected gradient 2 (SPG2) mini-

mization algorithm (Birgin et al. 2001; Wang et al. 2011)

was adopted to obtain the CNOP and FSV.

The SPG2 optimization algorithm is a method for cal-

culating the minimum value of a function subject to a

FIG. 1. Flowchart of the FSIP system for the (a) CNOP and (b) FSV methods. Rectangles represent input and

output. Ellipsoids represent judgments, rounded rectangles represent modules, shaded and rounded rectangles

(WPS, ARW, NL model, TL model, and AD model) are modules from WRF.
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constraint using the forward and adjoint versions of the

model. Since the CNOP/FSV is the perturbation asso-

ciated with themaximum cost function, the function for

the SPG2 method is defined as the negative cost func-

tion in search of a minimum value. For a given first-

guess initial perturbation, SPG2 uses the gradient of

the above-mentioned cost function to find a further

modified initial perturbation such that the cost function

decreases the most. This process is iterated until the

cost function converges to a minimum value.

The procedures to run the FSIP tool are as follows:

1) Set the parameters. The parameters that need to be

set include those needed to run the numerical model,

such as the integration domain and the physical

parameterization schemes, and those needed to

calculate sensitive areas, such as the optimization

time interval, the value of b, and the verification

area. One single domain is used because the tangent

linear and adjoint models only work with a single

domain in the current version of WRFPLUS. The

optimization time (the period between the observa-

tion and verification time) is the same as the forecast

time in this study. Users also need to specify a

verification area where the cost function is calcu-

lated. The norm used to constraint the initial pertur-

bation and the cost function is also set here. In this

system, total dry energy or parts of it can be used as

the norm by changing the parameters.

2) Prepare the initial and boundary conditions. The

initial and boundary conditions are produced using

the WRF preprocessing system (WPS) and the

Advanced Research version of WRF Model

(ARW). The first-guess initial perturbations can be

created randomly or by using the differences in

nonlinear forecasts with different lead times but

valid at the same time, or the differences between

initial fields and nonlinear forecasts, to provide the

first-guess field for the SPG2 minimization proce-

dure. In this work, an ensemble of six first-guess

initial perturbations (P1–P3 and P1N–P3N) is used:

P1 represents the differences between initial fields

and 24-h nonlinear forecasts; P2 represents the

random initial perturbation; P3 represents the mean

of P1 and P2; and P1N–P3N represent the negative or

opposite-signed P1–P3, respectively.

3) Produce the CNOP and/or FSV by running the

WRF_CNOP and/or WRF_FSV modules shown in

Fig. 1. During this iteration process, the SPG2 is

executed to calculate FSV and/or CNOP. For FSV,

the WRF tangent linear (TL) model is used to esti-

mate the cost function and the adjoint (AD) model is

used to provide the gradient. For CNOP, the WRF

nonlinear (NL)model is required to estimate the cost

function and the adjoint model is used to produce the

gradient as well.

4) Postprocessing. Convert the output file data format

and plot the CNOP and/or FSV using the Grid

Analysis and Display System (GrADs) and the

NCAR Command Language (NCL).

The most recent version of WRFPLUS (version 3.6.1;

Zhang et al. 2013) was used in this work. TheWRFPLUS

is a package that contains a full version of the nonlinear

WRF Model, its adjoint and tangent linear model ver-

sions with limited choices of physical parameterization

schemes (Zhang et al. 2013). The nonlinear and adjoint

models were used to produce the CNOP, and the tangent

linear and adjoint models were used to produce the FSV.

Similar to Wang et al. (2011), this work used the non-

linear model and its tangent linear and adjoint models

that include only a gravity wave drag parameterization

scheme.

c. Cases and experimental design

The FSIP tool was applied in two cases to identify the

sensitive region and examine important influential

weather systems for the forecast TDE in the verification

area. The first case was Typhoon Matsa (2005) in the

western North Pacific. Matsa made landfall in south

China on 6 August 2005 (Fig. 2a) and caused severe

heavy rainfall and flooding in the area indicated by the

black box in Fig. 2a. The other case was an intense

winter storm off the southeastern coast of the United

States, which brought heavy snowfall in the area in-

dicated by the inset in Fig. 2b.

The integration domains for the two cases are shown

in Fig. 2. The model used a horizontal resolution of

60 km. The vertical coordinate was divided into 21 levels

with the top pressure at 50 hPa. The initial and boundary

conditions were provided by the NCEP Final Analysis

(NCEP FNL) data at 18 3 18 and 6-h intervals.

In the control experiment forTyphoonMatsa, 0000UTC

5Augustwas set as the initial time and 0000UTC6August,

which was 24h after the initial time, was set as the veri-

fication time (Table 1). For the winter storm, 0000 UTC

24 January 2000 was set as the initial time and the time

24h after the initial time was the verification time. The

verification area covered the location of the typhoon

center (the black box in Fig. 2a) and the heavy snowfall

(the inset in Fig. 2b).

3. Validation of the FSIP

Considering that the CNOP/FSV was initially de-

veloped based on MM5 and that the MM5-based
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CNOP/FSV has been applied in many targeted obser-

vation and predictability studies (e.g., Mu et al. 2007,

2009; Wang 2009; Qin and Mu 2012; Jiang and Wang

2012), we examined whether the generation of the final

initial perturbations in the WRF-based CNOP/FSV

system developed in the present study was generally

consistent with the MM5-based CNOP/FSV to ensure

the system worked as expected when applied in the case

of Typhoon Matsa, as an example.

The MM5-CNOP/FSV were calculated using MM5

and its tangent linear and adjoint models. Both theMM5

and WRF systems used exactly the same configuration

except for the different dynamical core and planetary

boundary layer (PBL) scheme. MM5 used a bulk PBL,

while WRF used the surface drag.

The cost functions in both models increased rapidly

and achieved a maximum after about 15 iterations.

Similar to the MM5-FSV/CNOP, the FSIP tool also

had a local CNOP in addition to the CNOP. The de-

tection of the CNOP and local CNOP is demonstrated in

Figs. 3–5. As shown in Fig. 3a, the cost functions of six

first-guess initial perturbations for the CNOP and local

CNOP calculations converged into two apparently dif-

ferent ranges of magnitude (three in 42 417–42 420 in

black and three in 39 394–39 398 in red). The converged

Jmaximum was independent of the choice of first-guess

initial perturbations. The initial perturbations produced

after all the iterations had quite similar patterns within

one range but a significant difference was observed be-

tween the two ranges in terms of the distribution of the

sensitive area [Figs. 4a(1) and 4a(2) vs Figs. 4a(3) and

4a(4), in which the initial perturbations corresponding to

the J maximum and J minimum of the two ranges were

shown], the final initial perturbations at a certain level

[Figs. 4b(1) and b(2) vs Figs. 4b(3) and 4b(4)], and the

hTDE0, hKE0, and hPE0 [integrated over the whole do-

main; Figs. 4c(1) and 4c(2) vs Figs. 4c(3) and 4c(4)]. The

FIG. 2. The integration domain of themodel and the verification areas (insets) for (a) TyphoonMatsa, and (b) the

winter storm case. The best track from the Japan Meteorological Agency (red) and the simulated track (black) of

TyphoonMatsa inWRF (black solid) andMM5 (black dotted) for the control experiment are also shown in (a). The

black dots in (a) represent the typhoon center at the initial time of the control experiment, EXP1, and EXP2.

TABLE 1. Initial and verification times for Typhoon Matsa.

Expt name Initial time Verification time

Control 0000 UTC 5 Aug 2005 0000 UTC 6 Aug 2005

EXP1 1200 UTC 4 Aug 2005 1200 UTC 5 Aug 2005

EXP2 0000 UTC 4 Aug 2005 0000 UTC 5 Aug 2005

FIG. 3. Variation of the cost function with the number of itera-

tions for TyphoonMatsa, with the CNOP in black, the local CNOP

in red, and the FSV in green, based on (a) WRF and (b) MM5.
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CNOP was the final initial perturbation corresponding

to the largest J maximum in the range with the larger

Jmaxima [42 420; Figs. 4a(1), 4b(1), and 4c(1)], while the

local CNOP was the final initial perturbation corre-

sponding to the largest Jmaximum in the range with the

smaller J maxima (32 398; Figs. 4a(3), 4b(3), and 4c(3)].

These features were quite similar to their MM5 coun-

terparts (Figs. 3b and 5).

The sensitive areas of the CNOP and local CNOP

methods identified using the two models were gener-

ally similar in terms of their location and shape of

yTDE0 and perturbation distributions at h 5 0.25

(;300hPa) though there were differences in some of the

details [Figs. 4a(1) and 4b(1) vs Figs. 5a(1) and 5b(1);

Figs. 4a(3) and 4b(3) vs Figs. 5a(3) and 5b(3)]. Both

identified a sensitive area to the northwest of the typhoon

FIG. 4. The (a) sensitive area (shaded), (b) horizontal distributions of wind (arrows, m s21) and temperature

(shaded, K) perturbations at the h5 0.25 level (about 300 hPa), and (c) vertical distributions of hTDE0, hKE0, and
hPE0 (m2 s22, integrated over the whole domain) identified by the CNOP group (upper two rows) and the local

CNOP group (lower two rows) in WRF for Typhoon Matsa. The inset denotes the verification area. The typhoon

symbol represents the typhoon center at the initial time. P2, P3, P2N, and P3N represent the results from experi-

ments with the first-guess initial perturbations that produce the maximum and minimum cost functions in both the

CNOP and local CNOP ranges. The row labels on the left of the CNOP and local CNOP are marked in red.

JANUARY 2017 YU ET AL . 193



center, but the WRF sensitive area was located more to

the northeast. Furthermore, bothmodels showed that the

energy all peaked at the upper levels, but with some

differences in the details of the vertical distribution, such

as the magnitude, and the relative contributions from the

kinetic and potential energy [Fig. 4c(1) vs Fig. 5c(1);

Fig. 4c(3) vs Fig. 5c(3)]. The WRFModel showed a larger

hTDE0 near the surface than that ofMM5 likely because of

different PBL schemes. The evolution of the sensitive area

produced by the CNOP and local CNOPmethods with the

number of iterations was also similar between the two

models (Figs. 6a and 6b for WRF; Figs. 6c and 6d for

MM5). The results showed that the morphology of the

sensitive areas became stable after about 15 iterations

(Fig. 6). The difference between the locations of theCNOP

and local CNOP sensitive areas was apparent after about

five iterations, and it became larger with the increase of

iteration number in both models (Fig. 6). The same was

true for the evolution of the sensitive area of the FSV

method (figures not shown). More details on the detection

of the sensitive area will be discussed in section 4a.

Different from two converged maxima of J in the non-

linear model, J converged into a single maximum in the

linear model used to produce the FSV in both WRF and

FIG. 5. As in Fig. 4, but using MM5. P1, P2, P2N, and P3N represent the results from experiments with the first-

guess initial perturbations that produce the maximum and minimum cost functions in both the CNOP and local

CNOP ranges.
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MM5 (Fig. 3). The sign of the FSV, however, is arbitrary.

The results of both models showed that an opposite-signed

first-guess initial perturbations produced opposite-signed

FSVs [Figs. 7b(1) vs 7b(2) and Figs. 7b(3) vs 7b(4), in which

the initial perturbations corresponding to the first-guess

initial perturbations that hadopposite signswere shown].To

fully investigate the nonlinear evolution of the FSV, we

performed two nonlinear runs using opposite-signed FSVs

and used the one that had the maximum J as the final FSV.

The results showed that the distribution of the sensitive

area, the perturbation at a certain level, and the hTDE0,
hKE0, and hPE0 (integrated over the whole domain) were

all quite similar between the two models with the differ-

ences similar to those in the CNOP and local CNOP.

4. Application of the FSIP tool

This section demonstrates that the FSIP was a po-

tentially useful tool in identifying the sensitive region for

targeted observation and detecting important influential

weather systems for the norm TDE0 in the verification

area at the forecast time for both the typhoon and winter

storm cases.

a. Identification of the sensitive region for targeted
observation

For targeted observation, a key step is to specify the

sensitive regionwhere additional observations are collected,

which will potentially have the largest impact on forecasts

over a verification region for a given forecast metric. The

questions that need to be answered are not only where to

collect the observations but also what types of observations

will be most beneficial. This question can be addressed by

comparing the contributions of different variables to the

final forecast error and their vertical distributions.

The sensitive area was determined based on the dis-

tribution of the final initial perturbation and its impact

on the J in this study. Thus, we needed first to examine

FIG. 6. Development of sensitive areas with the number of iterations (given at the top of each column) in the

(a),(c) CNOP and (b),(d) local CNOP using (a),(b)WRF and (c),(d) MM5 for TyphoonMatsa. The inset denotes the

verification area. The typhoon symbol represents the typhoon center at the initial time.
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whether the final initial perturbations evolved into the

verification area at the verification time. The influence

of the three final or optimized initial perturbations (the

CNOP, local CNOP, and FSV) on the nonlinear forecast

was investigated by computing the difference between

two WRF simulations—one with, and one without, the

optimal perturbations in the whole domain.

For Typhoon Matsa, the yTDE0 of all three pertur-

bations evolved into the verification area after 24 h of

development [Figs. 8a(1)–a(3)] with the CNOP

producing larger yTDE 0 integrated over the verifica-

tion area at the verification time than local CNOP and

FSV (Fig. 9a). The larger magnitude of yTDE 0 in the

CNOP and local CNOP than that in the FSV was

probably because that the CNOP-type methods fully

take into account the nonlinear propagation operator.

A comparison between the vertical distributions of

hTDE0 at the initial and verification times showed that

the perturbation growth mainly occurred at upper

levels. This was related to a more efficient propagation

FIG. 7. The (a) sensitive area (shaded), (b) horizontal distributions ofwind (arrows,m s21) and temperature (shaded,K)

perturbations at the h 5 0.25 level (about 300hPa), and (c) vertical distributions of hTDE0, hKE0 and hPE0 (m2 s22,

integrated over thewhole domain) identifiedby theFSVmethod inWRF(upper two rows) andMM5 (lower two rows) for

Typhoon Matsa. The inset denotes the verification area. The typhoon symbol represents the typhoon center at the initial

time. P1 and P1N represent the results from experiments with different first-guess initial perturbations.
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of information at high altitudes. The most notable in-

crease in the forecast difference was contributed mainly

by the kinetic energy in all three perturbations [Figs.

8b(1)–b(3) vs Figs. 4c(1), 4c(3), and 7c(1)]. This result

indicates that wind observations might be more impor-

tant than temperature observations for the Matsa case.

The sensitive area for targeted observation was de-

termined as a localized area where the yTDE0 was the
largest at the observation time because of limited ob-

servation resources. As given in section 2a, the area

covered by the top 1% of grid points with the largest

yTDE 0 was defined as the sensitive area in this work. To

investigate the effect of the extents of the perturbations

on the forecast norm, the impact of perturbing the whole

domain was compared to that of perturbing just the

sensitive region. Tomake a fair comparison between the

three methods and to reveal the relative importance of

the locations of their sensitive areas, the perturbations

were normalized with respect to the maximum yTDE0 in
the sensitive area of all three perturbations (referred to

as max_yTDE0). Specifically, the perturbations in the

sensitive area of onemethodweremultiplied by a number

so that the maximum yTDE0 of this method was equal to

the max_yTDE0. Figure 9c shows that if only the nor-

malized perturbations in the sensitive area were added to

the initial fields, that the yTDE0 integrated over the ver-

ification area of all three perturbations still grew rapidly

with time, with the CNOP producing the largest value

at the verification time. The localized initial perturba-

tion also propagated into the verification area and pro-

duced a large energy difference there [Figs. 10a(1)–a(3)],

demonstrating the validation of the identified sensitive

area. The sensitive areas identified by the three methods

were generally similar with a banded area to the north-

west of the typhoon center [Figs. 4a(1), 4a(3), and 7a(1)].

The CNOP and FSV methods were more similar in both

location and pattern of the sensitive areas [Figs. 4a(1) and

7a(1)]. They both identified two sensitive areas: one to the

northwest of the typhoon center and one to the east of the

typhoon center. The hTDE0 of all three initial perturba-

tions peaked at upper levels, with the magnitude of

hPE0 smaller than that of hKE0 [Figs. 4c(1) and 7c(1)].

Similar features were observed in the vertical distri-

bution of hTDE0, hPE0, and hKE0 if only the normal-

ized perturbation in the sensitive area were added

[Figs. 10b(1)–b(3)].

FIG. 8. [a(1)–a(3)] The horizontal distribution of yTDE0 (shaded, m2 s22) and the corresponding vertical distribution of hTDE0, hKE0, and
hPE0 (m2 s22) integrated over the verification area after a 24-h nonlinear integrationby adding the [a(1),b(1)]CNOP, [a(2),b(2)] localCNOP, and

[a(3),b(3)] FSV for Typhoon Matsa. The inset in (a) denotes the verification area. (c),(d) As in (a) and (b), but for the winter storm case.
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Besides the typhoon case, the FSIP tool was also

applied in the winter storm case (Fig. 11). The location

and shape of the sensitive areas identified by the

CNOP and FSV methods were also similar to each

other in the winter case (Figs. 11a and 11c). Their

vertical distribution of the hTDE0 all peaked in the

middle levels (Figs. 11g and 11i). The local CNOP

method had sensitive areas at similar locations to those

of the CNOP and FSV methods but with a more scat-

tered distribution (Fig. 11b) and a vertical distribution

of energy peaking at lower levels (Fig. 11h). An ap-

parent difference between the typhoon case and the

winter storm case was that the potential energy was

significantly larger than the kinetic energy in the winter

case (Figs. 11g–i), while the potential energy was much

smaller than the kinetic energy in the typhoon case

(Figs. 4c(1), 4c(3), and 7c(1)]. Though different in the

initial distribution, all three final initial perturbations

evolved into the verification area [Figs. 8c(1)–c(3)] and

peaked at upper levels after 24 h of evolution [Figs.

8d(1)–d(3)], and were mainly contributed by the kinetic

energy, indicating the growth of the perturbation was

mainly contributed from kinetic energy at upper levels,

similar to what occurred in the typhoon case. This re-

sult indicates that wind observations might be more

important than temperature observations also for the

winter storm case. An apparently larger energy dif-

ference of the CNOP than that of local CNOP and FSV

was also found in the winter storm case [Figs. 8c(1)–c(3),

8d(1)–d(3), and 9b]. Similar features were also ob-

served if only the normalized perturbations in the

sensitive area were added to the initial fields (Figs. 9d,

10c, and 10d).

Although the localized sensitivity regions that were

determined using the top 1%of grid points with the largest

yTDE0 can be sampled in practice, these localized regions

were only part of the broad signal given by the whole

perturbations [Figs. 4b(1) and 7b(1)] and thus may not be

always effective. The limited coverage of targeted obser-

vations could be one of the main reasons why a neutral

FIG. 9. The nonlinear evolution of TDE0 integrated over the verification area and all vertical levels during the

optimization time period for Typhoon Matsa by adding (a) the perturbations in the whole domain and (c) the

normalized perturbations just in the sensitive area. (b),(d) As in (a) and (c), but for the winter storm case.
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impact on observations from global hawks onwinter storm

forecasts was obtained (Hamill et al. 2013).

b. Detection of important influential weather systems
for a given forecast metric

The evolution of TDE0 at a particular level during

the whole optimization time by adding the final initial

perturbation over the whole domain was examined to

detect the important influential weather systems for the

forecast TDE in the verification area. For Typhoon

Matsa, the TDE0 evolution of the CNOP at 200 hPa was

examined every 12h (Figs. 12a–c). There were three

regions of high sensitivity at 200 hPa: One was located

between the typhoon center and the midlatitude trough

(B in Fig. 12a); another appeared between the typhoon

center and the subtropical high (C in Fig. 12a); and a

third was situated along the midlatitude trough (A in

Fig. 12a). Following the integration, the regions of high

sensitivity gradually propagated into the verification

area, indicating that the trough and subtropical highmay

have had an important influence on the TDE0 in the

verification area, or the structure of Matsa, at the

verification time.

A similar conclusion was obtained in the winter

storm case (Figs. 12d–f). The TDE0 of CNOP at 500 hPa

showed that a region of high sensitivity surrounded

the trough axis. With the integration, the regions of

high sensitivity propagated along with the trough axis

and finally into the verification area. This result in-

dicates the likely important influence of the trough on

the TDE0 in the verification area at the verification

time.

The TDE0 of the local CNOP and FSV also showed

similar characteristics (figures not shown). Typhoon

Matsa was also studied in Wang et al. (2011). Though

the detailed structures of the CNOP, local CNOP, and

FSV were different from this work, they also found

that the regions of high sensitivity at upper levels were

associated with the midlatitude trough and subtropical

high.

FIG. 10. [a(1)–a(3)] The horizontal distribution of yTDE0 (shaded, m2 s22) at the verification time and the corresponding vertical

distribution of hTDE0, hKE0 , and hPE0 (m2 s22) integrated over the sensitive area at the observation time (dotted) and integrated over the

verification area after 24-h nonlinear integration (solid) by adding the normalized [a(1),b(1)] CNOP, [a(2),b(2)] local CNOP, and [a(3),b(3)]

FSV only in the sensitive area for Typhoon Matsa. The inset in (a) denotes the verification area. (c),(d) As in (a) and (b), but for the

winter storm case.
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Sensitivity experiments were then conducted to in-

vestigate the capability of CNOP, local CNOP, and FSV

in detecting important influential weather systems for

the forecast TDE in the verification area with Typhoon

Matsa used as an example. Experiment 1 (EXP1) and

EXP2 (Table 1) were performed in the same way as the

control experiment except that the CNOP and FSV

were calculated using different observation times at

1200 UTC 4 August and 0000 UTC 4 August, respec-

tively, which were 12 and 24h earlier than the control

experiment. The verification times for the two experi-

ments were 24h after their initial times. Their verifica-

tion areas are denoted by the red and blue boxes,

respectively, in Fig. 2a.

In EXP1, the sensitive areas identified with the

three perturbations differed greatly [Figs. 13a(1)–

a(3)]. The CNOP method identified a sensitivity area

to the east of the typhoon center, the local CNOP

method identified a sensitivity area to the north-

northwest of the typhoon center, and the FSVmethod

identified a sensitivity area to its northwest. The

CNOP and local CNOP peaked at both upper and

lower levels, while the FSV peaked only at lower

levels [Figs. 13b(1)–b(3)]. In EXP2, when the ob-

serving time was 12 h earlier than in EXP1, sensitivity

areas identified with the CNOP method were mainly

located to the south, east, and north of the typhoon

center [Fig. 13c(1)], while the local CNOP method

identified sensitivity areas to the east and north of the

typhoon center [Fig. 13c(2)], and the FSV method

identified sensitivity areas to the east of the typhoon

center [Fig. 13c(3)]. The sensitivity areas identified

by all three perturbation methods became closer

to the typhoon center, although they were not

FIG. 11. (first column) The sensitive area (shaded), (second column) the horizontal distributions of wind (arrows;

m s21) and temperature (shaded; K) perturbations at h5 0.6 level (about 600 hPa), and (third column) the vertical

distributions of hTDE0, hKE0, and hPE0 (m2 s22; integrated over the whole domain) identified by the (first row)

CNOP, (second row) local CNOP, and (third row) FSV in WRF for the winter storm case. The inset denotes the

verification area.
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identical. The energy all peaked at the upper levels

[Figs. 13d(1)–d(3)].

Considering that most perturbations peaked at upper

levels, the regions of high sensitivity at high levels were

used to examine the physical meaning of the sensitive

area. The horizontal distribution of TDE0 at 200 hPa is

shown in Fig. 14 for both EXP1 and EXP2, as well as

the results of the control experiment. In the control

experiment, all three perturbation methods identified

regions of high sensitivity associated with the sub-

tropical high and midlatitude trough (Figs. 14a–c). In

EXP1, the local CNOP method identified regions of

high sensitivity associated with the subtropical high,

while the CNOP and FSV methods identified only re-

gions of high sensitivity close to the typhoon itself

(Figs. 14d–f). In EXP2, the regions of high sensitivity

identified by all three perturbation methods were

mainly located close to the typhoon center (Figs. 14g–i),

indicating that the structure of the typhoon (in terms of

TDE0) in the verification area at the verification time

was the most sensitive to the TC structure itself at this

observation time.

A comparison among the three experiments showed

that the evolution of the sensitive area with time did

reveal the important weather systems that affected

the typhoon. All three perturbation methods captured

similar sensitive regions while the typhoon was quite

close to or far away from the midlatitude trough and

subtropical high. When the distance between the ty-

phoon center and other systems was neither too far nor

too close, the identified regions of sensitivity differed

greatly. The local CNOP method had better capability

than the CNOP and FSV methods of capturing impor-

tant influential weather systems for the forecast TDE in

the verification area.

5. Summary and discussion

In this study, a user-friendly WRF-based FSIP tool

was developed to obtain the CNOP or FSV for exam-

ining the forecast sensitivity to the initial perturbation.

This tool can be used to conduct sensitivity analysis, to

identify sensitive regions for targeted observation, and

to investigate important influential weather systems

for the forecast TDE in the verification area at the

verification time.

The performance of the FSIP tool was tested with

Typhoon Matsa (2005) in the western North Pacific

FIG. 12. Geopotential height (contour; m) and the TDE0 (shaded; m2 s22) at (a)–(c) 200 hPa for Typhoon Matsa

and (d)–(f) 500 hPa for the winter storm case during the 24-h nonlinear integration of theCNOP at (a),(d) the initial

time, (b),(e) 12 h, and (c),(f) 24 h into the integration. The inset represents the verification area. The typhoon

symbol represents the typhoon center at the respective forecast times in the nonlinear simulation without

perturbation.
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and compared with the MM5-based CNOP and FSV

systems. In general, the sensitive areas identified with

the two models were similar in terms of both the lo-

cation and pattern. The differences lay mainly in the

identification of different minor sensitive areas and

the magnitude of the three types of energy at differ-

ent levels as well as the different contributions from

the potential and kinetic energy. More cases were

tested and the results further supported the conclu-

sion. Thus, the knowledge obtained with the previous

MM5-based CNOP/FSV generally applies in the WRF-

based FSIP tool.

The FSIP tool was then examined to show its capa-

bility in identifying sensitive regions for targeted ob-

servation and investigating important influential

weather systems for the forecast TDE in the verification

area for Typhoon Matsa (2005) and a winter storm case

in the United States in 2000. The results showed that the

WRF-based CNOP, local CNOP and FSV methods

were quite similar in terms of the location and pattern of

the identified sensitive area for both TyphoonMatsa and

the winter storm case. A major difference was in the

identification of different minor sensitive areas and the

magnitude of the three types of energy in the vertical

direction. The forecast energy differences using the

three types of initial perturbations at the forecast time

all peaked at the upper levels and were mainly con-

tributed by kinetic energy. The three types of initial

perturbations showed that the wind observations might

be more important than temperature observations for

both Typhoon Matsa and the winter storm case. The

impact of the CNOP on the forecast in the verification

area was apparently larger than that of the local CNOP

and FSV.

The three perturbations were all able to capture im-

portant influential weather systems for the forecast TDE

in the verification area. The evolution of perturbations

at upper levels for the typhoon case showed that the

forecast energy metric was quite sensitive to the trough

and subtropical high. In the winter storm case, the

evolution of perturbations at middle levels showed the

sensitivity of the forecast energy metric to the trough in

FIG. 13. The [a(1)–a(3)] sensitive area (shaded) and [b(1)–b(3)] vertical distribution of hTDE0, hKE0, and hPE0 (m2 s22; integrated over

the whole domain) identified by the [a(1),b(1)] CNOP, [a(2),b(2)] local CNOP, and [a(3),b(3)] FSV methods for EXP1, which was

initialized at 1200 UTC 4 Aug. The inset denotes the verification area. The typhoon symbol represents the typhoon center at the initial

time. (c),(d) As in (a) and (b), but for EXP2, which was initialized at 0000 UTC 4 Aug.
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the verification area. The results also showed that the

three types of perturbations had different capabilities in

capturing important influential weather systems for the

TDE forecast metric. The local CNOPmethod captured

the signal earlier than the CNOP and FSV methods. All

three perturbation methods identified similar sensitive

regions when the typhoon was close to or far away from

other systems.When the distance was neither too far nor

too close, the local CNOP method captured the signal

from the subtropical high, while the CNOP and FSV

methods did not.

Finally, it is important to note that the case study

results in this reported work just demonstrated the

likely patterns in the horizontal and vertical distribu-

tions of perturbations and the sensitive areas in the two

cases. These features may change in different cases.

The limitations of the FSIP system include the limited

choices of physical parameterization schemes in the

WRFPLUS package and the nonparallel computa-

tional algorithm. This system will be updated with the

improvement of the WRFPLUS.
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APPENDIX

A Brief Introduction to the Configuration of the
FSIP System

a. README of the namelist file for the two modules

#!/bin/bash
# This Shell was initialized by Huizhen Yu

in 07/2014 to run CNOP and FSV automatically
#
# 1. Definition
#———————————————–
#.. 1.1 define work directory path
declare -r work_dir5"/vol6/home/pkus-

wans/usr/yuhz/WRF_CNOP"
declare -r

wrfplus_dir5"/vol6/home/pkuswans/usr/
yuhz/WRF/WRF3.6.1/WRFPLUSV3"
#.. 1.2 define the way to run
declare-rrun5"yhrun-n12-pTH_NEW1./wrf.

exe"
#.. 1.3 define wrf experiment parameters
max_dom51
start_time5(2000 01 24 00 00) # start time

in year month day hour minute
end_time5(2000 01 24 06 00) # end time in

year month day hour minute
interval_time56 # wrf run time (hours)
interval_input521600 # wrf boundary file

interval time (second)
interval_output5360 # wrf output interval

(minute)
wrf_dt5600 # wrf run time step
wrf_dx5180000 # horizontal resolution
wrf_dy5180000 # horizontal resolution
e_we543 # domain grids in west-east
e_sn 5 31 # domain grids in south-north
e_vert521 # vertical levels
p_top 5 5000 # the top pressure in Pa
#definethephysicalschemeswechooseinthe

forecast
mp_physics50
ra_lw_physics50
ra_sw_physics50
sf_sfclay_physics50
sf_surface_physics51
bl_pbl_physics598
cu_physics50

# define the verification area and beta value
that controls the initial perturbation
nmax5139284 # dimensions calculated by

nLon*nLat*nLev in module_op.f
i_st529
i_ed536
j_st510
j_ed520
k_st51
k_ed520
beta560
# define the norm we use
t_scale51
p_scale51
q_scale50
#————————————————————————–
#%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%
# All definitions are done
# Please do not modify the following

!!!!!!!!!!!!!!!!!!!!!!
#%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%
# 2. Prepare to obtain CNOP and FSV
#—————————————-
#.. 2.1 produce the parameters
. . .

#.. 2.2 produce the csh files to combine WRF
and SPG2
. . .

#.. 2.3 produce WRF namelist for nonlinear
model and TL and AD models(just the basic
namelist, modify it when jobs needs)
. . .

#.. 2.4 link to the wrfplus code
. . .

#.. 2.5 some prepost before calculating
CNOP and FSV
. . .

#.. 3. Compile and run the module
. . .

#————————————
echo "Successfully preparation"
echo "go to the folder to compile and run the

module to calculate CNOP and FSV"
exit

b. The File structure of the two modules

The module includes four folders named initial, cnop,

fsv, and readout. The folder named ‘‘initial’’ provides the

base-state forecast and the first-guess of the initial pertur-

bations. The folder named ‘‘cnop’’ calculates the CNOP,
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and ‘‘fsv’’ calculates the FSV. The folder named ‘‘readout’’

contains a Fortran program that reads the CNOP and FSV

output files and generates files that can be read by the

GrADS plotting package. The GrADS package can then

be used to produce figures to illustrate the results.

One test case (the winter storm case examined in this

paper) is included in the modules with a horizontal

resolution of 180 km and an optimization time of 6h

initialized on 24 January 2000.
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