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CMS MC Simulation Overview

— Hard process/Matrix Element generation:
Desired process up to parton level
using perturbative QCD

— Parton Shower/Hadronization:
QCD and QED emissions down to a low scale,
and produces hadrons from QCD partons

— Multiple Parton Interaction

— Detector Simulation and Digitization:
Detailed Geant4 simulation of the interactions of the outgoing particles with the CMS
detector, followed by simulation of detector electronics and creation of simulated raw data

— Reconstruction:
Reconstruction of simulated raw data into higher level physics objects
To a good approximation, identical code as runs on real data

IN CMS Jargon: LHE —> GEN-> SIM— DIGI-> RECO



MC Generator

@® Hard interaction

@ Particle decays

— Final state radiation

— Initial state radiation
Underlying event

® Hadrons decay

Beam remnants

LHC is a QCD factory:
NLO and/or multi-leg/merged-multiplicity

Factorised approach may lead to large uncertainties:
“tune” and PS weights etc needed



State-of-the-art MC Simulation in CMS

e Multi-leg LO and NLO consistently matched to the parton shower
o LO: Z+0/1/2/3/4 Jets
Most commonly used in CMS: MG5 _aMC@NLO+Pythia8 with MLM matching
Most complex process up to 4 additional jets
o NLO TTbar+0/1/2 Jets
Most commonly used in CMS: MG5_aMC+Pythia8 with FxFx merging
Most complex process up to 2 additional jets at NLO.
e For signal, NNLO+PS
POWHEG: MINLO-NNLOPS
CMS HWW reweight the nominal signal to this one 4



Generator Usage in CMS

ME generator — by samples ME generator — by events

MG5_aMC LO ==

MG5_aMC NLO = Mo s L0
POWHEG

Other
713%

Sherpa
Pythia(+EvitGen)
Herwig dops
I Other o5 MGS.AMC NLO

Approximate and based on 2016 MC campaign



Generators Can be Computationally Intensive

CMS Computing Usage

1%

mGIN

N SIM

B DIGI-RECO
Data re RECO

| Other+Ana

B MiniADD making

CMS usage from 2017, ATLAS went down to 14.3% in 2017

US ATLAS Wall Clock CPU - 2016

Group Analysis
5%
Data Processing

Full Simulation

6roup Production

User Analysis

Validation

MFZ Reconstruction Event Generation

Elizabeth Sexton-Kennedy

e These values vary from year to year as analysis needs vary
e CMS uses more LO samples in this year and grid-pack configurations

Most HEP tools Typically executes 1 instruction at a time (per thread)
Much room for improvement, see recent summary talk.



https://indico.cern.ch/event/785001/contributions/3265471/attachments/1783591/2902825/PPD20190124-WorkshopSummary.pdf
https://indico.cern.ch/event/785001/contributions/3265471/attachments/1783591/2902825/PPD20190124-WorkshopSummary.pdf
https://indico.cern.ch/event/751693/contributions/3182927/attachments/1758824/2852826/CWP_Challenges_and_GEN-Workshop_Aims.pdf
https://indico.cern.ch/event/751693/contributions/3182927/attachments/1758824/2852826/CWP_Challenges_and_GEN-Workshop_Aims.pdf
https://indico.cern.ch/event/751693/contributions/3182927/attachments/1758824/2852826/CWP_Challenges_and_GEN-Workshop_Aims.pdf

CMS Software

Main CMS software application: CMSSW

— Modular C++ application used for event generation, detector simulation, reconstruction, and analysis
Configuration of CMSSW runs steered with python configuration files

Input and output with ROOT-based Event Data Model (EDM) files
— Storing run-, lumi-section-(23s periods for real data), or event-level data products

cms-sw / cmssw ® Watch~ 70 * Star = 594 % Fork = 2,747
<> Code Issues 354 Pull requests 95 Projects 0 Wiki Insights

CMS Offline Software hitp://ems-sw.github.io/

hep cern cms-experiment c-plus-plus
o 195,338 commits i¥ 76 branches 51,820 releases 22 756 contributors

]
Branch: master « New pull request Create new file Upload files Find file
3 cmsbulld Merge pull request #25161 from Dri5Jones/cleanupDOM_L1TMonitor | - Latest commit aczeezo 21 hours ago
i Alignment Merge pull request #24862 from guitargeek/unary_binary 2 5 days ago
s AnalysisAlgos Code checks 13 days ago
i AnalysisDataFormats AnalysisDataFormats/TopObijects: Fix bug found by clang warning: 8 months ago
i BigProducts/Simulation * Add SimG4Core/PrintGeomlinfo to Big products 3 years ago

s CalibCalorimetry Fixed potential memory leak in CastorDbASCIIO 9 days ago


https://github.com/cms-sw/cmssw

CMS Software

CMSSW links directly to many externals
— Either an indirect dependency or is directly called from within CMSSW
— Compiled with the same common libraries,
as CMSSW and packaged together with a given release
— From either a tarball from the author’s website, GENSER, or a cms-managed github mirror

cms-externals

cms-externals

[] Repositories 64 People 1 Projects o

- CMSSW software and
Hicpealnce® | mPeoce®  BFrcken@ externals are made

Pyivas available on worker

SR nodes through CVMFS

00 ¥ donss e | — a network file system

- e based on HTTP

CMS repository for Sherpa plugin MCFM ®Cir Y8 g GPL2O  Updatedon May 31

@Forran  ¥2  Updated onJul 15, 2015


https://github.com/cms-externals/
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CMS MC Workflow

wmlLHE pLHE

Add cards and fragments to genproductions

Get LHE files from
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Copy gridpacks to EOS to
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Compress and copy LHE
files to EOS
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pLHE runs

GEN-SIM created
automatically

Modify GEN-SIM
Test chain Test
Validate chain Validate
Report at MC coordination meeting
wmlLHE runs
GEN-SIM runs

DIGI-RECO created automatically

DIGI-RECO runs

Basic paradigm for event generation

— C++ module making calls to linked external
generator code to produce HepMC::GenEvent
to be stored as EDM

Matrix element generators which generate
LHE files (Madgraph, POWHEG, ...)

— Loosely coupled to CMSSW, calling of
external generation script handled by an
integrated CMSSW module
“externalLHEProducer”

ascii LHE files are transient and immediately
packed into binary compressed format



ExternalLHEProducer and Gridpack

« Compiling code on batch workers discouraged, long init time discouraged
» Pre-generated and compiled code with initial phase space integration results
stored in a tarball (with fixed model/run parameters) -> Gridpack

 Gridpack placed in CVMFS and accessed by remote jobs
 Gridpack location — a parameter of the externalLHEProducer module
* Input arguments: number of events, random number seed and possibly nCPU

External script

LHERunInfoProduct/

externalLHEProducer LHEEventinfoProduct

Hadronizer

Resulting
LHE file

10



Worldwide LHC Computing Grid (WLCG)

Tier-2 sites
[eoeut 180)

Tier-1 sites

@ WLCG is composed of four levels, or “Tiers”, called 0, 1, 2/3.

@ Each tier is made up of several computer centres and provides a specific set of
services — tiers process, store and analyse data from LHC

@ Tier 0is the CERN Data Centre provides less than 20% of the Grid’s total capacity,
40% at T1s, and 40% at T2s

11



CVMES

CernVM File System (CernVM-FS) is a network file system
based on HTTP and optimized to deliver experiment software
In a fast, scalable, and reliable way

Used extensively by High Energy Physics Community
Developed at CERN (CERN Virtual Machine project)
Optimized specifically for deploying software

Read-only filesystem - immutable data model
Content-addressable files

HTTPS + FUSE mount

12



Gridpack Production

—> SIM—> DIGI—> RECO

LSF / Condor / CMS-Connect (grid-like condor jobs using CMS Global Pool)
Gridpack size can be an issue (>500MB for the tarball and 5GB decompressed)

We maintain scripts
for all major generators
to produce gridpack tarballs

— Madgraph aMC@NLO
tt012FxFx ~72h@Ixplus batch
DY01234MLM ~15h@cms-connect
— POWHEG
— Sherpa, Herwig7 and others
tt01234 MEPS Sherpa
~70h@cms-connect
~0(100s)/event

<> Code

Branch: master ~

cms-sw / genproductions

Issues 13

Pull requests 20

genproductions / bin /

@ Unwaich ~ 18

Projects 0 Wiki Insights Settings

atanumodak cards for wide width Tprime fo Wb vig sample

Alpgen/cards/production/13TeV
BlackMax/cards/production/13TeV

CalcHEP/cards/production

Charybdis/cards/production/13TeV/...

CompHEP/cards/13TeV/CompHEP...

FPMC

GenValidation

JHUGen

MCFM

MadGraphd4/cards/production/13Te...

MadGraph5_aMCatNLO
Phantom

Powheg

Cards from Emrah. pLHE request.

String Ball Cards from the Black-Hole Analysis Group for 2016
Delete random.txt

Cards for 2016 BH analysis with significant improvements over the 201...
CompHEP files for Wprime->t+b with mixed chirality

more detailed description

added exit command in case job fails

update VBF ofishell card

use the random seed to choose the events to keep

Merge pull request #1126 from Saptaparna/GenFragmentsV5
cards for wide width Tprime to Wb vlg sample

adding explicit reference to the top cut

update the POWHEG Wgamma folding parameters in order to reduce the nu...

Create new file

9 Star 23 ¥ Fork 390

Upload files = Find file = History

Latest commit f93c112 3 days ago

3 years ago
3 years ago
a month ago
2 years ago
3 years ago

9 months ago
7 months ago
16 days ago
7 months ago
2 years ago
3 days ago

5 months ago

4 days ago


https://github.com/cms-sw/genproductions

Pythia8 Showering and Hadronization

We have provided detailed example fragments on GEN twiki.
1) simple LO; 2) MLM matching; 3) simple NLO; 4) FxFx Merging

MadGraph

1) LO with no matching/merging (single jet multiplicity, ickkw=0 in run card)

MNo special settings are needed in pythia, and a fully generic hadronizer can be used as for TuneCUETPE8M1# or TuneCP5#.

2) LO with jet matching (multiple jet multiplicities, ickkw=1 in run card)

For KT-MLM matching (the only one extensively used in CMS so far), example fragment is here for TuneCUETPEM1 or TuneCP5
7. gCut, nQmatch, nJetMax will need to be modified on a per process basis as described in the comments within the fragment.

3) NLO with no matching/merging (single jet multiplicity, ickkw=0 in run card)

Dedicated hadronizer fragment is needed with special shower settings for aMC@NLO. The setting TimeShower::nPartonsinBom
must be set by hand according to the particular process. An example is here7 or here7 (Note for a process with no jets in the bomn
matrix element, set in addition "processParameters = cms.vstring(TimeShower:nPartonsinBom = 07", please refer to e.qg. SMP-
RunllSummerl5GS-00061 )

4) NLO with jet matching (multiple jet multiplicities, ickkw=3 in run card)

Currently only FXFX merging is supported for this case. An example config is here 7. The parameters qCut, gCutME, nQmatch,
nJetMax will need to modified according to the particular process as described by the comments in the fragment. (note that
TimeShower:nPartonsIinBorn should NOT be set in this case, as it is now set automatically as of pythia 8.205 when doing FXFX

merging)

POWHEG has different settings, check e.g. this example

14


https://twiki.cern.ch/twiki/bin/view/CMS/QuickGuideMadGraph5aMCatNLO#Hadronization_with_Pythia8
https://cms-pdmv.cern.ch/mcm/public/restapi/requests/get_fragment/HIG-PhaseIISpring17wmLHEGS-00001/0

CMS MC Production Status

Number of CPUs Running

220
208
188
160
2 140 k
o
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=
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= aa
]
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L]
Sun Mon Tue Wed Thu Fra Sat
B RunIIFalll7wmLHEGS B RunIIFalll8Gs B Commissicning2018 O RunIIFalll8&wmLHEGS
B RunIISummerlSwmLHEGS [ ALl Running CPUs
Max Avegage Min Current
All Running Cpus 200852 184808 2] e
RunIIFalll7wmLHEGS 107174 77841 ] 4]
RunIIFalllB8Gs 67541 25083 ] 4]
Commissionimg2018 66891 19301 ¢] 1]
RunIIFalll8wmLHEGS 54306 28947 £} ]
RunIISummerl5wmLHEGS 49421 13149 ] 4]

@ Major Campaigns sharing the computing resources

15



CMS MC Production Status

RunlIFall17DRPremix %

Time: Sun Aug 26 2018 11:07:33 AM Expected vents: 1736 Events n DAS: 137G wmeeesnmsrozs 1 AKING 2017 as an
example:
15 B (+ some other
production ~ 20 B)
in 8 months

* GEN-SIM-DIGI-RECO
~85 sec/evt

* 60k cores (~1/3 of the
CMS production power)

Multl_leg LOApriI July October
 up to ~10s/gen-evt « Large fraction of negative
» ~50% matching efficiency -> 20s/full- sim-evt . ﬁ f 4 O(S
Multi-leg NLO weights of up to ~40%
* up to ~30s/gen-evt -> larger samples!

» ~30% matching efficiency -> 100s/full- sim-evt 6



Showering and Hadronization

e Pythia 8.226 default; Herwig++ replaced by Herwig7.
e Fragment settings different depent on Matrix Element
o LO, NLO; MLM, FxFx matching/merging; POWHEG emission vetoing

e Pythia 8.240 integrated in CMS recently:
o NLO shower DIRE, VINCIA; Dipolerecoil option for better description on VBS

heavy quark

matching fragmentation
scales \ .
\\\ ;if e A n

B ¢ o 2 4 K
S e D

i decay branching

/ / W = - G\ /ratios
’//\" \ :J/w ‘

soft non-perturbative

M

QcCD \’ ' Color w

reconnection



https://indico.cern.ch/event/788754/contributions/3314308/attachments/1794878/2925446/PARTON-SHOWER-VBFH.pdf

Showering and Hadronization

e Parton Shower Weights, Tune Variations etc included

(ISR, FSR) ® (ur, cNS) ® (g — g8, & — 93, 9 — qg, b/t — b/t + g) ® (up, down)

Source Handle Weights
ISR scale
(SpaceShower:renommMultFac)
Shower scales TSR scale YES
(TimeShower renormMultFac)
N ME-PS Matching hdamp No
Soft QCD UE parameters YES
Color MPI based, QCD-inspired, n
reconnection gluon move
(odd clusters)
momentum transfer from the
FELCHENIE  b-quark to the B hadron: YES
Xp=pr(B)/pr(D-jet)
Flavor response/ Pythia vs Herwi No
hadronization 9
Decay tables B semi-leptonic BR YES

VEUEN Note/Reference

0.5-2.0 FSR variations can
be scaled down by

0.5-2.0 v from LEP

hdamp=1.58m;

+066-050m, e TOP-16:021
See TOP-16-021

UE tune MPI & CR strength

up/down doesnt affect
resonance decays

. CR affecting

different models resonance decays

Vary Bower-Lund

parameter withn ~ see TOP-16-022

uncertainties from  (re-weight x)

LEP/SLD fits

Vary the JES

independently per

flavour for light, g,

c,b.

re-weight the fracton of semi-

vary semileptonic  [ZiZanerEee seem
BR +0.77%j/-0.45% (== e tomaen FOG)

Dedicated studies

TOP-15-011, TOP-16-021
TOP-17-13, TOP-17-015,

Starting scale variations
for MGS_aMC@NLO

TOP-17-015
GEN-17-001

TOP-17-13,
TOP-17-015

CMS: Jet substructure in ttbar

events at 13 TeV (2016)
35.9 fb' (13 TeV)

=odd=

HERWIG++ (uncertainty)

HERWIG =+ (full effect)

«

= 23 cMs Simulation

E 2 Total uncertainty 777 Stafistical uncertainty
= & Tracking up v  Tracking down

] FSR up (uncertainty) FSR down (uncertainty)
s 1.8 . FsRup (tull ettect) —5— FSA down (Ll efiect)
=

=

>

angle between the groomed subjets 1s


https://indico.cern.ch/event/751693/contributions/3182936/attachments/1758831/2853427/yazgan_efe_computing_workshop_Cern_2018.pdf#page=9&zoom=auto,-108,1
https://arxiv.org/pdf/1808.07340.pdf
https://arxiv.org/pdf/1808.07340.pdf

CMS MC Production

RunlIFall17DRPremix %

Time: Sun Aup 262018 11:07:33 A Expected events; 1736 Eventsin DAS: 1375 wmeeesnmsrozs 1 AKING 2017 as an
example:
15 B (+ some other
production ~ 20 B)
in 8 months

* GEN-SIM-DIGI-RECO
~85 sec/evt

* 60k cores (~1/3 of the
CMS production power)

Multl_leg LOApriI July October
 up to ~10s/gen-evt « Large fraction of negative
» ~50% matching efficiency -> 20s/full- sim-evt . ﬁ f 4 O(S
Multi-leg NLO weights of up to ~40%
* up to ~30s/gen-evt -> larger samples!

» ~30% matching efficiency -> 100s/full- sim-evt Lo
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MC Validation

Automated validation workflow
Validation across different Generators, Generator Versions and CMSSW releases
Using Rivet to check with data
Optimizing some parameters: pdfwgt, hdamp, .....
https://answers.launchpad.net/mg5amcnlo/+question/631090
S ation Preliminar WGamma FxFx bug (photon eta assymetry) reported by CMS and
CMS, simutator Preliminary I acknowledged by the MG authors. Fixed since MG version 2.5.5
10000 W 4+ 1jet, ickkw = 3 1
"n’(”{” (7)< 0
100000 F )= 0 r o
8 I?at;\ —_—
= ZAFxFxuseExternalWeight
80000 | _:__ 101 ZJetsMLMuseExternalWeight ——
60000 |- :: ) - ZGamma vs ZJets after
1ol . photon selection with Rivet
40000 | i;" T - from 7TeV
' .. ATLAS_2013 11217863_Z
; . . . . . g B E
() o b e e -

E; [GeV]


https://answers.launchpad.net/mg5amcnlo/+question/631090

Until 2017 analyses (except 2016 ttbar), Pythia8 CUETP8M1 tune [EPJC 76
(2016) 155] based on the Monash tune was used. Fitting MPI energy

MC Tuning: CUETP8M1 Tune

Leading object
direction

Toward

Transverse b0 . Transverse

dependence parameters to UE data @sqrt(s) = 0.9, 1.96 & 7 TeV o

(=] [=] - =
= =] = & +

(1/ Nevents) dpfr”m /dn d¢ [GeV]
£

[=}
[}

MC/Data
[= T = T = T = T S S S S S )
oy oo B R kW bR o

4
O

TransMIN charged p*™ density, /s = 13 TeV

=

] —— CUETP8M1
f —— Monash
f —— CU ETPSSl—CTEQ6L1
fl H7-UE-MMHT
— S Data

ol
|
|
T

5 10 1

20
pT[GeV]

+ 0o, and shower parameters kept as in Monash =
QL “ISR/FSR=() 1365 despite the prefered values of 0.130 in
LO and 0.118 in NLO matrix elements/ PDF sets.

* o,"SRin Monash = by fitting Pythia8 predictions to LEP event
shape measurements and o*Ris just assumed to be the
same as a PR,

* a,MP'=0.130 set to the value prefered in the LO PDF set.
+ Revisited the shower parameters

* Starting from parton shower in ttbar events > CUETP8M2T4
tune.

* Using a NNLO PDF set in PS = CP5 (and CP0O-4 tunes).

CUETP8M1 does not describe well the central values of 13TeV data

21



MC Tuning: CUETP8M2T4 Tune [TOP-16-021]

Theary

MC/Data

107

102

1.4

1.2

os B
06 |

CMS Preliminary
T T

221k (13 TeV)
T 3

T
Dilepton

T

i =30 GeV, i< 24
* Data

— Powheg v2+Pyinisa

- -~ Powheg va+Herwigrr

- - - M35_aMC@NLO+PYINGS [FxFx] |
.- WME5_aMCENLO+Pythas PALM] 3

E o Stat.
Stat,

& Syst.

:
+
=
g
T
g

19.7fb™ (8 TeV)

H

L L L I
Njets (p; > 30 GeV)

"3 e CMSdata -
F —— CUETP&M1 E
[ —— CUETP&MiT:
| === CUETP8Mi1Tgtsult
L =es By up

=== Hiamp down
E, [ P IR R
F—— e e
E T 3
= | | | l 4
2 3 4 5

[
Nggge pr > 30GeV

= Predictions overshoot the data for large jet
multiplicities when out of the box parameters are
used (in Monash-based tunes: as=F=0.1365)

= Effect also observed with 8 TeV data.

CMS5-PAS-TOP-12-041 (dilepton 8 TeV),
CMS-PAS-TOP-16-011 (dilepton 13 TeV),

CMS-PAS-TOP-16-008 (l+jets 13 TeV)

CMS-PAS-TOP-16-021

Tune as"f using 8 TeV ttbar Njets
and jet pT data —>

ISR 00145
o’ =0.1108/22'%

kdmp = 1.581*4,0:232 X m,

with SpaceShowerRapidityOrdering=on (special care of options
needed for the emissions produced by the PS)

==> Significantly lower shower as cures the overshoot
of CUETP8M1 at high jet multiplicities.

==> UE and min-bias are described better

==> POWHEG+PYTHIAS8: generally consistent with
data, with residual differences covered by theory

uncertainties.



MC Tuning: jet substructure
a.R from jet substructure in ttbar [+jets events

* Measured using charged+neutral and with only charged jet constituents (particle pT > 1 GeV).
* b, light, or gluon jet enriched samples.

35.917 (13 TeV)

o £
< <-CMS ¢ Data
3 -
=, I i leptonsjets EgBWESE:J:YTH‘”
8 gl s
% —inclusive jets PPS ESR down
£ 5 Py > 30 GeV s~ POWHEG+HERWIG 7
< -~ SHERPA 2
af- --=-- DIRE 2
3
2k
1=
E 1 [FUUEE TUUTE P TN DT ]
P 1.5:—
[}
kg
o ¥
= £
0.5 . .
0 005 01 015 0.2 025 0.3 035 04 045 05

ARQ-, (chérgedj

Angle between groomed subjets
at particle level (correlated to jet width)

o
=

700
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500
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300
200

100

8

PRD.98.092014

3591 (13 TeV)

<= AR, CMS
POWHEG+PYTHIA 8
Uncertainties bottom jets

charged particles

aglm,) =0.115° 9353

LO+LL, 2-loop CMW

I Experimental
77 Model
FSR scale

B Total

d

o,

LANLINL L L O L  LLL LL B L  BL

0.11

0.12

08 0.09 0.1 0.13
U.ESR(ITIZ)
Angle between groomed subjets

at particle level.

0.14

Pythia8:
CUETP8M2T4 for ttbar
CUETP8M1 for the rest.

None of the default tunes yield a good
overall description of the data.

Powheg+Pythia8 with LO+LL, 2-loop :

o *1(Mz) = 011515 015

Efe Yazgan DIS2019

7
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MC Tuning: UE In TTbar

a.R from Underlying Event in ttbar

* Measurement of the UE for the first time at a scale of > 2m,.

* > 200 distributions investigated in different categories to enhance sensitivity to the
modeling of MPI, color reconnection, a,"*(M,) in Pythia8.

* Measurement unfolded to particle level.

EPJC 79 (2019) 123

* Good agreement of POWHEG+PYTHIA8 with CUETP8M2T4 in UE event regions.

CMS Simulation tt — (evb)(pwb) (13 TeV)

Toward, Fr(f)

Transverse
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mm Lepton (pr/2)
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CMS 35.9 fb (13 TeV)
:_ v Data | PW4+PY8
: ISR up ISR down
= FSRup FSR down
I 4 UEup ¥ UE down
- T x
3 — | LTT
= s o Iy "{"" T
ey
S . )
E | ] | | | ‘ | |
Ilne. =0 =1 =2 Ine. =0 =1 =22 |Ine. =0 =1 =2

Toward

Transverse

%Naa’:[eCIOI‘V 21
Efe Yazgan DIS2019
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MC Tuning: CPX Tune

e First CMS tune with 13 TeV LHC data

e Match PDF and as in the PS and in the ME.
o PYTHIA tunes are mostly based on LO PDFs.

o  Sherpatunes are based on NNLO PDFs.
o HERWIG7 provide tunes based on NLO PDFs (MPI still based on LO).

arXiv:1903.12179

* CP1: NNPDF3.1 LO (a s =0.130)

* CP2: NNPDF3.1 LO (a s =0.130)

* CP3: NNPDF3.1 NLO (a s =0.118)

* CP4: NNPDF3.1 NLO (a s =0.118)

* CP5: NNPDF3.1 NNLO (a s =0.118)

e Test the effect of using different PDF orders of NNPDF sets in PYTHIAS
e CP5 with NNPDF3.1NNLO is the default for 2017 and 2018 MC productions

However, NNPDF3.1 NNLO is not positive definitely
For high mass tail, CP2 is the alternative.

TransMIN charged-particle density /s = 13 TeV

=
¥

[ CMS preliminary

PYTHIAS parameter

CP1

CP2

[

g

(I/Nevents} chh /dT]’ d(P

"?!‘_!_f.—'g

Ty

W
W

—— CPj3
—— CP4
—— CP5

—e— Data

PDF Set NNPDF3.1LO NNPDF3.1LO —
ag(mz) 0.130 0.130
SpaceShower:rapidityOrder off off
MultipartonInteractions:EcmRef [GeV] 7000 7000
aPR(mz) value/order 0.1365/LO 0.130/LO
a5 R (myz) value/order 0.1365/LO 0.130/LO
a¥ (mz) value/order 0.130/LO 0.130/LO
a¥E(myz) value/order 0.130/LO 0.130/LO
MultipartonInteractions:pTORef [GeV] 24 23
MultipartonInteractions:ecmPow 0.15 0.14
MultipartonInteractions:coreRadius 0.54 0.38
MultipartonInteractions:coreFraction 0.68 0.33
ColorReconnection:range 2.63 232
x>/ dof 0.89 0.54

=

=

s
LA e e = El——F : :

=T

MC /Data

o [=]

o o = b ho

J_LLJ_LLI_I]]II‘\J‘llll“L\IlJL\J
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https://arxiv.org/abs/1903.12179

MC Tuning: CPX Tune

|t| multiplicity in tf events, /5 = 13TeV
---‘|||rr- 1III'|'"'|
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Predictions from the new Tunes
based on higher-order PDF sets,
interfacing with higher-order and
multileg matrix element
generators, such as POWHEG
and MG5_aMC, are shown to
give a reliable description of
observables measured in multijet
final states, Drell-Yan, and top
quark production processes
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MC Modelling: Data-Driven Estimation

For BSM searches, relevant phase space are in tails of N(jets), VpT..., challenging to model.

Since NLO samples can be quite statistically limited, some searches rely on LO samples and correction factors
from data to describe these corners of phase space.

Control region choice represents trade-off between statistical and systematic uncertainty

CMS 359fb" (13 TeV)
% 1§_| T | T | T T 1T T T T l_E
V(DATA-others, CR)*V(MC, SR)/V(MC, CR) 3 om0 <1 < 150 v
b= — —-—Z VW
™ - —s— ¥ control sample (data) |
5 107 " —— W control sample (data) 3
Examples of CR —> SR translation g 3~ Z control sample (data) 1
L
: . . - (-
Final state | Background | Control sample | Features of extrapolation 102 [ [ 1| =
. Correct lepton ID : !
0(1)-lepton ijetsittba: ! inefficiencies in MC to data, 0 _
. with a “lost” | 1(2)-lepton 3 E
+ jets + MET lepton generally rely on MC to S |4c|]0| | |6(|JOI ! |8c|m| | |10|00| | |12|Od |1
P i describe lepton acceptance M,, [GeV]
Oepton+ | ;. Zlsetsor  excludingleptons or photon) M S . e B
jets + MET y+jets |.n CR proxy for MET in SR, SUSY MT?2
: i differences betweenZ and y
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MC Modelling: Theo. Sys.

VBF Invisible Higgs https://arxiv.org/pdf/1610.09218.pdf

qmg,l
Systematic uncertainty Impact
Common
W to Z ratio in QCD produced V+jets 13%
W to Z ratio in EW produced V+jets 6.3%
. Qtag,2
Jet energy scale and resolution 6.0%
QCD multijet normalisation 4.3%
Pileup rnismode]ling 4.2, ) 4917 (7 TeV)+19.7 b (8 TeV) + 2.3 b (13 TeV)
I ]
Lepton efficiencies 2.5% ,sf. — Observed CMS -
Integrated luminosity 2.2% . Median expected E
Signal specific oF [ 68% expected =
ggH acceptance 3.8% " 997 expecied _

Renorm. and fact. scales and PDF (qqH) 1.8%
Renorm. and fact. scales and PDF (ggH) <0.2%

0.8

0.6

B(H — inv)l o(SM) - Upper limit 95% CL

Total systematic J_F{g % "

a
e
[

sl

TOta]‘ StatlStlca]‘ Only + D/ Combined qqH-tagged : VH-tagged ggH-tagged
Total uncertainty J_r%%

Dominant systematic uncertainty from theory. Need higher
order calculations in MC generators to increase senS|t|V|ty
of our searches in big data era of LHC
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MC Modelling: V+Jets high tail, NLO EWK

PTv upto 3TeV:

LO simulations for these processes are corrected using boson pT-
dependent NLO QCD K-factors derived using
MADGRAPH5 aMC@NLO. They are also corrected using pT-
dependent higher-order EW corrections .

Monojet Searches:

35915 (13 TeV)
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The theory uncertainty would have been very large without NLO QCD/EWK
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NLO EW for Vijet @ 13 TeV
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MC Modelling: Boosted Jets

W-tagging can be calibrated with TTbar-Control region.

>
2]
However, H-tagging/tau32 validation can be limited at high pT; g
Various sources of systematic uncertainty considered, e.g. choice @
- . =
of generator (Madgraph vs Powheg), parton shower description 2
(Pythia8 vs Herwig++), pT dependence, purity of control sample.
http://cds.cern.ch/record/2256875?In=en
Jet Grooming also tested to large extent:
CMS 237 (13TeV) 26 " (13 TeV, 25ns)
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MC Modelling: b jet and Color-Connection ...

e The Bowler—Lund fragmentation function varied within uncertainties determined by the ALEPH and DELPHI

e Alternatively, the Peterson fragmentation function is used to derive additional uncertainty.

e Semileptonic b hadron branching fraction, varied by —-0.45% and+0.77%, motivated by measurements of

BO/B+decays and their corresponding uncertainties

2D 1D hybrid
omZP SJSFP omlP omP®  sjsEt
[GeV] [%] [GeV] [GeV] [%]
Top quark mass from ttbar fully hadronic (2016)
b jet modeling (quad. sum) 0.09 0.0 0.09 0.09 0.0
- b frag. Bowler-Lund —0.07 0.0 —0.07 —0.07 0.0
- b frag. Peterson —0.05 0.0 -—0.04 —0.05 0.0
— semileptonic b hadron decays —0.03 0.0 —0.03 —0.03 0.0
PDF 0.01 0.0 0.01 0.01 0.0
Ren. and fact. scales 0.05 0.0 0.04 0.04 0.0
ME /PS matching +0.32+0.20 —-03 —0.05+0.14 +0.24+0.18 -0.2
ISR PS scale +0.17+£0.17 —-0.2 +0.13+£0.12 +0.12+0.14 -0.1
FSR PS scale +0.22+0.12 —-0.2 +0.11+0.08 +0.18+0.11 -0.1
Top quark pr +0.03 0.0 +0.02 +0.03 0.0
Underlying event +0.16+0.19 —-03 —0.07+0.14 +0.10+0.17 -0.2
Early resonance decays +0.02+0.28 +04 +0.38+0.19 +0.13+0.24 +0.3
CR modeling (max. shift) +041x=029 -04 -043=0.20 —-036=x025 -03
— “gluon move” (ERD on) +041x=029 -04 +0.10=0.20 +0.32+0.25 -0.3
- “QCD inspired” (ERD on) -032+029 —-01 -043%+020—-036=x0.25 -0.1
Total systematic 0.81 0.9 1.03 0.70 0.7
Statistical (expected) 0.21 0.2 0.16 0.20 0.1
Total (expected) 0.83 09 1.04 0.72 0.7

CcMS 35.9 fb! (13 TeV)

1.000 —
-2AIn¥Z =23

0.999

0.998

combination

0.0 L . A
172.0 1721 1722 172.3 172.4 1725 1726 172.7
m,[GeV]

miY® = 172.26 + 0.07 (stat+JSF) = 0.61 (syst) GeV
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normalized to 36fb-1

MC Modelling: PDF/Scale/PS/aGC Weights

Improved treatment of theory systematics in searches/measurements (scale/PDF)
Support for parameter reweighting in new physics models in some generators
Reduce simulation time and storagment by orders of magnitude

Recently, Parton Shower Weights are also available

10°

+ AQGC

102

‘\ I\\I\ﬁ L1 IHHI

-
o
1 HIHH‘ 1 HI| T IHIIH‘ T IHHII‘ I IIIHH|

10— SM é
= SM from reweight 3
102 | b —— FM:-1.5e-10 _
B = FM:-0.8e-10 3
el IR N RN | ]
10 10°
PT, (GeV)

See more on PS weights in TOP-17-013/015

Automated Variations of Shower Parameters for
Uncertainty Bands in Pythia8:

‘UncertaintyBands:doVariations= on’,
isr:muRfac=0.5/2.0, fsr:muRfac=0.5/2.0

32
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MC Modelling: W/Z Gamma

Need to separate W/ZGamma and W/Z+Jets, using particles status code

TTGamma FxFx: may miss large FSR contributions
generate pp >tt~a[QCD] @0
add processpp>tt~aj[QCD] @1

ZGamma can contribute largely to WGamma selections: pay attention to Z mass cut!
Below ZGamms sample from MadGraph with MII>30GeV.

35.9fb" (13 TeV)
——

22000F L
20000 f_ wg-f-'jets -=data
F zg+jets [lfake muon
18000 M ttg+jets fake photon
16000~ M double fake
14000 =
12000 E 5
E -
10000 =
8000 i- - E
6000F- o .- .
a000f . i-\. E
E - ]
2000F _'=-._=__;
of
0 50 100 150 200 3
my (GeV)
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Nﬂégative weights strongly reduce statistical power

For weighted events w;, (>0 wi)? 2
effective events Ner for fraction  Nefs = W = N(1—-2f)

of negative weights f. ¢

for 35% negative weights (common at for high jet-mulitplicity/ high pt)

= 9% effective events compared to w; = 1 o



Annual CPU Consumption [MHS06]

Motivation for Generator upgrade

CPLU seconds by Type
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e We are OFF by ~5x on CPU power when considering Moore’s law
e HL-LHC salvation will come from software improvements, not from hardware

Elizabeth Sexton-Kennedy
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The Future : Heterogeneous Architecture

Heterogeneous

Single-Core Era Systems Era

Multi-Core Era

Enabled by: Constrained by:

Enabled by: Constrained by:
v" Moore’s Power

v Moore's Law Power

v SMP Parallel SW
architecture Scalability

pthreads s OpenMP / TBB ...

Enabled by: Temporarily

v Abundant data Constrained by:
parallelism Programming

v Power efficient models
GPUs Comm.overhead

Shader » CUDA® OpenCL
=» C++ and Java

W/~

Law Complexity
v Voltage
Scaling

Assembly #» C/C++ # Java ...

~

Single-thread

Performance
Throughput
Performance

Modern Application
Performance

¥~ weare
here
= —

ime (Data-paralle! exploitation)

https://opensourceforu.com/2016/12/how-heterogeneous-systems-evolved-and-the-challenges-going-forward/

Time (# of processors)

The computing available in 2026 will be heterogeneous and highly concurrent.

different types of compute units and interconnects 36
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Highlight of recent effort towards HPC  Hoiger schuiz

High-multiplicity multi-jet merging with HPC technology W+up to 8 Jets
1. HDF5 (Hierarchical Data Format) storage for ME events: The CPU expensive part of the simulation is stored

in a parton-shower independent format.
2. Particle level and merging with Pythia with ASCR's (Advanced Scientific Computing Research) DIY, which does all
the low-level MPI communication. Particle level run-time up to 4 orders of magnitude faster than ME.

| Event generation cost for Wjets at 14 Tel
E LHE . .
L] ME leval
o : *  Partick kol
L = 1
= Z
= 1
,x_:iif 7/ /] =
DIY: LHAPDF, PythiaB, Rivet = i o
Lir I
1 -
E i LRI
E 2 1000
A = 1001
E u u u u n u u n u u - y
N
u 1 I
Mumber aof additional jets

For comparison, CMS WJetsToLNu_ TuneCUETPS8 13TeV-madgraphMLM-pythia8
(W+0/1/2/3/4Jets) time/evnet~16s, then 1M events->4000hr (ME+PS)
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HSF and Generator Workshop

The HEP Software Foundation facilitates cooperation
and common efforts in High Energy Physics software
and computing internationally.

Community White Paper: summarising R&D in a variety
of technical areas for HEP Software and Computing

Physics Event Generator Computing Workshop

26 Nov 2018, 0900 - 28 Nov 2018, 18:00 Eurcpe/Zurich

Q@ 4-3-006 - TH Conference Room (CERN)

Goals of this workshop:
o Identify the most crucial areas for technical improvements to the generators used by the
experiments.

o Define a programme of work that can be used to attract investment in these technical
areas, aiming to have software engineers who can work together with the generator authors.
o ldentify ways of making new theoretical advances easier to implement in a
computationally efficient way.
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Workshop Discussions Stefano Frixione

Better be right than fast

(N)NLO simulations allow one to treat theoretical systematics seriously. This has a very direct
impact on both SM and BSM physics

There is no way to guess the local (in phase-space)

behaviour of systematics Merging: LO — NLO

without performing simulations _ -
One typical example: Left: LO (Alpgen). Right: FxFx (MadGraph5.aMC@NLO)

merging scale variations ) gt | gl rmescmmens
for a given PTJ analysis cut. e i
NLO and LO have typically . f’\ Smi g SREL
different behaviours. \\ 18] '
Unweighting events ° Ny >
means spending time earlier, R 102
but saving It (plus disk space) , ol
later 15 F iy ependence, i (mto over i = 30GRV] E 1.5 o sapanaence. o e svar g 230 GV}
1 I N e CRLES
2F i dependence, ATLAS oufs (ralio over g = 30 GeV) - 12F o Sepandence, ATLAS orla [rate over 1 = 30 G2V)
Rewelghtlng non_QCD 1 —,.n“‘* 1 ;i-"""'"‘“-“—“."-‘"'-‘"‘"*"’-"‘--‘"—'—‘-7-“'-'-'»-‘-—_:“-'»—.-:=-—-'~'.'-"“*-.*-".rr-‘:'-'-*f-'::-:-.".‘
corrections is a tricky sk R 1 s J L . ]
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